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1
SYSTEM AND METHOD FOR PROVIDING
PATIENT REGISTRATION WITHOUT
FIDUCIALS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to U.S. Provisional Appli-
cation entitled, “PATIENT REGISTRATION WITHOUT
FIDUCIALS,” having Ser. No. 61/237,825, filed Aug. 28,
2009 and PCT Application entitled “PATIENT REGISTRA-
TION WITHOUT FIDUCIALS,”, which is entirely incorpo-
rated herein by reference.

GOVERNMENT STATEMENT

This invention was made with government support under
Contract Number RO1 EB002082-11 awarded by NIH. The
government has certain rights in the invention.

BACKGROUND OF THE INVENTION

Patient registration is routinely performed in image-guided
surgery to establish a required spatial transformation between
anatomies of interest and the corresponding preoperative
images. The accuracy of an image-guidance system directly
depends on the accuracy of the patient registration based on
which image navigation is provided.

Currently, patient registration is performed using fiducials
either affixed to skin or implanted in bone. Bone-implanted
fiducials provide the most accurate registration, but are inva-
sive to the patient and result in discomfort to the patient. By
contrast, skin-affixed fiducials are less accurate, but they are
noninvasive and are therefore, more commonly employed.
Unfortunately, fiducials have to remain on the skin or in the
bone of the patient from the time the preoperative images are
acquired until patient registration is finished, which is usually
hours.

Fiducial-based registration requires manual identification
offiducials in the operating room as well as in the image space
(although some commercial systems are able to identify fidu-
cial locations automatically in the image space), which
accounts for a significant amount of operating room time. As
an example it typically takes around ten minutes or more to
perform patient registration, and even more when patient
registration has to be repeated. In addition, accurate identifi-
cation of fiducials also requires sufficient training.

Thus, a heretofore unaddressed need exists in the industry
to address the aforementioned deficiencies and inadequacies.

SUMMARY OF THE INVENTION

Embodiments of the present invention provide a system
and method for providing a completely automatic, image-
based patient registration that does not rely on fiducial mark-
ers placed on the patient prior to acquiring preoperative
images before surgery. The invented patient registration tech-
nique can, therefore, be employed to provide surgical guid-
ance in cases where no fiducials are available.

The method for providing patient registration without fidu-
cials comprises the steps of: spatially placing an ultrasound
image of a patient randomly at different starting positions
relative to a preoperative image; creating an independent
registration corresponding to each different starting posi-
tions, by optimizing a spatial transformation between the
preoperative image and the ultrasound image to provide a first
batch of registrations; executing a second registration to fine-
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2

tune the alignment between the preoperative image and the
ultrasound image; and concatenating the spatial transforma-
tion to obtain spatial transformation between the patient in an
operating room and a corresponding preoperative image.

In addition, a general system of the present invention con-
tains a memory and a processor configured by the memory to
perform the steps of: spatially placing an ultrasound image of
a patient randomly at different starting positions relative to a
preoperative image; creating an independent registration cor-
responding to each different starting positions, by optimizing
a spatial transformation between the preoperative image and
the ultrasound image to provide a first batch of registrations;
executing a second registration to fine-tune the alignment
between the preoperative image and the ultrasound image;
and concatenating the spatial transformation to obtain spatial
transformation between the patient in an operating room and
a corresponding preoperative image.

Other systems, methods, features, and advantages of the
present invention will be or become apparent to one with skill
in the art upon examination of the following drawings and
detailed description. It is intended that all such additional
systems, methods, features, and advantages be included
within this description, be within the scope of the present
invention, and be protected by the accompanying claims.

BRIEF DESCRIPTION OF THE DRAWINGS

Many aspects of the invention can be better understood
with reference to the following drawings. The components in
the drawings are not necessarily to scale, emphasis instead
being placed upon clearly illustrating the principles of the
present invention. Moreover, in the drawings, like reference
numerals designate corresponding parts throughout the sev-
eral views.

FIG. 1 is a flowchart further illustrating the steps involved
in providing patient registration without fiducials.

FIG. 2 illustrates coordinate systems involved in image
transformations.

FIG. 3A is an illustration, in 2D, of pre-processing of a 3D
intraoperative ultrasound (iUS) image that captures the
parenchymal surface.

FIG. 3B is a rasterized 3D iUS image corresponding to the
illustration of FIG. 3A.

FIG. 3C is a Gaussian smoothed and thresholded image
corresponding to the illustration of FIG. 3A.

FIG. 3D is a binary image that corresponds to the illustra-
tion of FIG. 3A.

FIG. 4A is an illustration of a representative two-dimen-
sional preoperative MR (pMR) image.

FIG. 4B is an illustration of image preprocessing on a pMR
image volume, where the image is a segmented brain.

FIG. 4C is an illustration of a binary image after threshold-
ing the gradient image, which corresponds to the illustration
of FIG. 4A.

FIG. 4D is an illustration of a dilated binary image, which
corresponds to the illustration of FIG. 4A.

FIG. 5 is a schematic diagram illustrating an example of a
system for executing functionality of the present invention.

DETAILED DESCRIPTION

The present system and method provides an automatic
fiducial-less registration that does not require user guidance.
The following provides an example of use of the present
system and method in the framework of image-guided neu-
rosurgery, although it should be noted that the present inven-
tion is not limited to use in image-guided neurosurgery.
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The present system and method establishes a spatial trans-
formation between ultrasounds and magnetic resonance
images. Specifically, the present description is with regard to
establishing a spatial transformation between volumetric true
3D intra-operative ultrasound (iUS) and preoperative images
(including magnetic resonance (pMR) and CT, although the
former is much more widely used to provide unparrelled
delineation of soft tissues in the brain) of a patient. It should
be noted that pMR is used in the present description for
exemplary purposes only and is not intended to be a limitation
to the present invention.

FIG. 1is a flow chart further illustrating the steps involved
in providing patient registration without fiducials. As is
known by those having ordinary skill in the art, a registration
is a transformation that can be applied to two images so that
they align with each other. It should be noted that any process
descriptions or blocks in flow charts should be understood as
representing modules, segments, portions of code, or steps
that include one or more instructions for implementing spe-
cific logical functions in the process, and alternative imple-
mentations are included within the scope of the present inven-
tion in which functions may be executed out of order from that
shown or discussed, including substantially concurrently or
in reverse order, depending on the functionality involved, as
would be understood by those reasonably skilled in the art of
the present invention.

As shown by block 100, a preoperative image is taken
before entering the operating room. The preoperative image is
usually taken hours before the surgery or the night before the
surgery in a conventional imaging suite.

As shown by block 102, an ultrasound image of a patient is
spatially placed randomly at different starting positions rela-
tive to the preoperative image. It should be noted that the
ultrasound image could be taken at any time, when a patient
registration is desired.

As shown by block 104, an independent registration, cor-
responding to each different starting position, is created by
optimizing the spatial transformation between the preopera-
tive image and the ultrasound image, as is explained below in
detail with regard to FIG. 2. This is referred to as a first batch
of registrations, thereby signifying that multiple independent
registrations are involved.

FIG. 2 demonstrates that the first batch of registrations
result in a transformation close to the “true” registration, and
can be used as a new starting point for a second registration,
as explained below. Not all solutions are used as a new start-
ing point. In fact, it is preferred that only one solution be used
as a new starting point for the second registration. As is
further described herein, one determines which solution to
use based on the corresponding image similarity measure,
i.e., the solution that provides the maximum value of image
similarity measure will be used subsequently as the new
starting point for the second registration. A “true” registration
is described in further detail below. Determining the optimal
spatial location of the ultrasound image is performed by the
computer of FIG. 5.

It should be noted that spatially placing and creating inde-
pendent registration may be performed by any device con-
taining a processor and a memory, such as, for example, a
general purpose computer, an example of which is illustrated
by FIG. 5.

The reason for randomly generating multiple different
starting positions of the ultrasound image relative to pMR is
because image-based registrations, as an example, maximiz-
ing the mutual information between US and pMR, may not
converge to a correct transformation when the initial starting
point is too far away from the “true” registration (outside of
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what is referred to as a “capture range”). The “true” registra-
tion refers to the “ground-truth”, correct registration, which is
unknown. The current process is provided to establish a reg-
istration that is as close to the “true” registration as possible.
It should be noted that a registration, as referred to in the term
“true” registration, is a spatial transformation to align two
objects or images. A registration is different from an image.

By randomly generating a sufficient number of initial start-
ing points, some of the converged transformations will be
close enough to the “true” registration. From these converged
transformations, the converged transformation that has the
maximum mutual information will be used as a new starting
position in a second registration, which is further described
below.

Since the purpose for the first batch of registrations is to
generate a good starting point for use in the second registra-
tion, it is desirable to execute fast, however it is not necessary
that these registrations be accurate. Therefore, the pMR and
US images are preprocessed so that binary images (where
image intensities are either zero or one) are used in the first
batch of registrations. It is to be noted that binary images lose
information, and hence, registration results may not be accu-
rate. By contrast, preprocessed grayscale (where image inten-
sities are ranged from 0 to 255 for 8-bit grayscale) pMR and
US images are used in the second registration to generate
accurate registration results. It is to be noted that grayscale
images preserve information and result in more accurate reg-
istration results.

There is another reason why binary images are used in the
first batch of registrations, specifically, a larger “capture
range” is obtained with these binary images, which effec-
tively reduces the number of random initial starting points
required to achieve a good registration result in the first step of
registration.

Using the present optimization method, an initial guess of
the solution is provided (in the present registration problem,
an initial guess of solution is the same as an initial registra-
tion). If the initial guess is sufficiently close to the true solu-
tion (in the present case, the “true registration”), more than
likely the optimization process will yield a solution that is
very closeto the true solution. When the initial guess is farther
away from the true solution, the likelihood of the optimiza-
tion process to generate a correct solution will become less
and less. A “capture range” is a measure to gauge how far
away the initial guess can be relative to the “true” solution,
that the optimization method is still able to generate a solution
that is close to the true solution most of the time.

As shown by block 106 of FIG. 1, a second registration is
executed by the computer to fine-tune the alignment between
the preoperative image and the ultrasound image. The second
registration is performed by maximizing the mutual informa-
tion between the ultrasound image and the preoperative
image, which is to use the mutual information as an objective
function with respect to the spatial transformation between
ultrasound images and preoperative images. An optimization
method is used to maximize the objective function. Once the
objective function (i.e., mutual information) is maximized,
the resulting spatial transformation will be used to align the
two images. Both registrations are performed in the operating
room, although the present invention is not limited to both
registrations being performed in the operating room.

As shown by block 108, concatenation of spatial transfor-
mations is used by the computer to obtain spatial transforma-
tion between the patient in the operating room and the corre-
sponding preoperative image.

As shown by FIG. 2, the phrase “patient registration” refers
to finding a rigid body transformation between preoperative
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images (e.g., pMR in FIG. 2) and the patient in the operating
room (e.g., patient in FIG. 2): T, in FIG. 2. This
transformation is to transform from the patient to the corre-
sponding preoperative MR images. It should be noted that the
preoperative images are not limited to MR images.

FIG. 2 illustrates coordinate systems involved in image
transformations. In FIG. 2, solid arrows indicate transforma-
tions determined from calibration, while dashed arrows indi-
cate transformations determined from registration. A trans-
formation reversing the arrow direction is obtained by matrix
inversion.

With a tracking system 120 (such as, for example, but not
limited to, an optical tracking system as illustrated in FIG. 2)
and transformation concatenation, the following equation
one (Eq. 1) establishes the relationship between the various
transformations:

MR _.  (patient US_tracker o US—
T, pazienfm"( Tyoria)% Tyoraa®inv(

zrackerTUS)xM TUS Eq. 1

As illustrated by equation one above, there are multiple
transformations required in order to compute the transforma-
tion onthe left of equation one, as is explained in further detail
herein. The first two transformations on the right of equation
one need to be provided by the tracking system 120, while the
third transformation is determined by calibrating an ultra-
sound transducer 125, while the last transformation on the
right is what the present two-step registration approach is
trying to find. Once all transformations are determined, the
transformation on the left of equation one can be computed,
which is the “patient registration” sought in accordance with
the present invention.

As illustrated by FIG. 2, the tracking system 120 may
include a series of tracking cameras 122 and a series of
trackers 124, wherein each tracker 124 represents a coordi-
nate of a specific object, such as, for example, the head of a
patient. It should be noted that in the present description, a
tracker that is rigidly connected to a patient is also referred to
as a patient tracker. In addition, as shown by FIG. 2, an
ultrasound tracker 126 is rigidly attached to the ultrasound
transducer 125.

In the above equation one, the left term is the transforma-
tion pursued, namely, the spatial transformation from the
patient in the operating room to the corresponding preopera-
tive MR images. On the right, #*#¢™T ., and YS—frackery
are known from the tracking system 120, and they represent
the spatial transformation from the tracking system 120 to the
patient and spatial transformation from the tracking system
120 to the ultrasound (US) transducer 125, respectively.

Specifically, both the patient tracker 124 and US tracker
126 are continuously tracked by the tracking system 120 and
their position and orientation are explicitly given by the track-
ing system, while “5—"**"T_ _is obtained from US trans-
ducer 125 calibration, which is fixed once calibration is per-
formed. Note that transducer calibration is performed in the
laboratory before hand, which does not interfere with regis-
tration in the operating room. The way to track the patient and
ultrasound transducer 125 is to rigidly attach a tracker with
them, and track the corresponding trackers. Take the patient
for example: the patient head is rigidly fixed to the surgical
table, and is also rigidly attached with a tracker (referred to
herein as a “patient tracker” to differentiate from other track-
ers). The tracking system 120 is able to track the spatial
position and orientation of the patient tracker 124, and
because the patient tracker 124 is rigidly fixed to the head, the
tracking system 120 effectively tracks the spatial position and
orientation of the head.
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6

An example of an optical tracking system is the Polaris
optical tracking system, created by Northern Digital Inc., of
Ontario, Canada.

The last term of equation one, *%T 4, is the transformation
of interest. This transformation is obtained following the
two-step image-based registration process. When this trans-
formation (**T,,) is obtained, then “patient registration,”
which establishes the spatial transformation between the pre-
operative MR images of the patient and the ultrasound image
of the patient, is computed following equation one. The
resulting patient registration (i.e., MRTpaﬁem) is all that is
needed to provide neuronavigation in the operating room. It is
also the same transformation that fiducial-based registrations
are used to compute.

To summarize the abovementioned, the present method
utilizes a tracked and calibrated ultrasound probe, and patient
registration is achieved by using a two-step registration pro-
cess between ultrasound and preoperative images of the
anatomy. A first batch of registrations is intended to execute
fast and to efficiently locate a transformation in the vicinity of
the ground-truth or true registration. It should be noted that
image registration is the same as locating a transformation. A
second registration is based on the best result obtained from
the previous registrations, and is intended to execute slower
but with much improved accuracy. Both registrations are
performed when an ultrasound (US) image is acquired, any-
time before or during surgery as long as the US image can be
acquired. The latter condition says that if the US transducer
can acquire brain images with the skull intact (e.g., a trans-
cranial transducer), then one can perform the present regis-
tration process, including the first and second registration of
the present invention, prior to surgery starting. If otherwise an
ultrasound image has to be acquired after craniotomy, then
the registration has to be performed when the skull is removed
at the surgical site.

A series of coarse registrations is performed to establish an
initial starting point close to the “true” registration to allow
refinement in the second registration. This is the first batch of
registrations. The first batch of registrations are executed
immediately after the US image is acquired. It should be
noted that a “true” registration is a correct registration. Image-
based registration that maximizes the mutual information
between two image sets does not necessarily converge to a
“true” registration. When the initial starting point is too far
away from the true registration (i.e., too much mis-alignment
between the two image sets before the registration), the maxi-
mization process may converge to an incorrect transforma-
tion. Although the mutual information is maximized to a local
maximum, the resulting spatial transformation does not cor-
rectly align the two image sets. The fundamental reason for
the possibility of incorrect registration result is because the
mutual information as a function with respect to the 6
degrees-of-freedom (DOFs; 3 translational and 3 rotational
variables) is a complex mathematical function, which has
multiple local maxima.

For exemplary purposes, suppose the true registration cor-
responds to the 6 DOFs of [0 0 0 0 0 0], then if we choose a
starting point of [1 2 -1 -2 1 -2] and run the registration (i.e.,
maximizing the mutual information), we may well converge
to the true registration of [0 0 0 0 0 0]. However, suppose that
we choose a starting point of [100 =100 100 =100 100 -100],
then we may well not converge to the true registration because
the starting point is too far away, and the converged result
would be incorrect. Since we do not know the “true” regis-
tration in advance, we have to probe in space to hopefully
generate a starting point close to the true registration, which
converges to, e.g., [0.5, -0.5 0.5 -0.5 0.3 -0.2]. The resulting
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transformation is then used as a new starting point for the
second registration to refine the transformation. As an
example, for image-guided neurosurgery, a volumetric 3D
iUS image that captures the parenchymal surface contralat-
eral to the craniotomy (and the scan-head probe tip) before
dural opening can be selected for registration purposes.
Angular ranges of the 3D iUS image will be selected to
sample the parenchymal surface maximally, which is impor-
tant to reduce the likelihood of incorrect registration due to
feature symmetry.

Image pre-processing (rasterization, Gaussian smoothing,
thresholding, and morphology operations) is performed to
generate a binary image volume that mainly highlights the
parenchymal surface. FIG. 3A is a two-dimensional illustra-
tion of pre-processing of a 3D iUS image that captures the
parenchymal surface. FIG. 3B provides a rasterized 3D iUS
image, while FIG. 3C illustrates a Gaussian smoothed and
thresholded image, and FIG. 3D illustrates a corresponding
binary image.

Similarly, pMR images are also pre-processed (segmenta-
tion of the brain using an automatic, well-established level set
technique and morphology operations) to highlight the same
region and to emulate its appearance in the corresponding
binary iUS image volume. FIGS. 4A-4D are illustrations of
image preprocessing on a pMR image volume, where FIG.
4A is a representative 2D pMR image, FIG. 4B illustrates a
segmented brain, FIG. 4C is a binary image after thresholding
the gradient image, and FIG. 4D illustrates a dilated binary
image.

These binary image volumes are used in the coarse regis-
trations where a number of probe-tip locations and orienta-
tions with respect to the pMR image volume are generated to
establish multiple initial starting points. As an example,
because the iUS probe-tip is known to be in the vicinity of the
brain surface, one can randomly choose the surface nodal
positions of the triangulated brain surface generated from
segmented pMR as potential probe-tip locations (e.g., N=10).

For each probe-tip location, a number of possible scan-
head orientations (e.g., N=10) will also be randomly gener-
ated while maintaining its central axis to be along the corre-
sponding surface nodal normal. Effectively, this strategy
reduces the degrees of freedom (DOFs) of the initial starting
point to two, instead of 6 DOFs in space.

An independent registration between the pre-processed
binary 3D iUS and pMR image volumes is launched for each
initial starting point (e.g., N=10x10=100), and their con-
verged image similarity measure (e.g., mutual information
(MI)) is recorded. Due to the “binary” nature of the two
volumes, the maximum MI corresponds to a spatial transfor-
mation that results in the largest overlapping area of the brain
surface region between iUS and pMR. In addition, the trans-
lational and rotational capture ranges of the “intra-modality”
registration are expected to be large enough for some of the
registrations to converge close to the “true” registration. The
converged transformation(s) will be used as the initial starting
point(s) for the second refinement registration using the gray-
scale images (as opposed to binary volumes in coarse regis-
trations) to account for internal features when calculating M1,
similarly to image-based registration described above (e.g.,
same pre-processing steps are used). The overall computa-
tional cost scales linearly with the number of random initial
starting points when the coarse registrations are performed
sequentially.

In accordance with one exemplary embodiment of the
invention, multi-core clusters are utilized to perform multiple
registrations simultaneously with the sole purpose of speed-
ing up the computation. Optimal numbers of random posi-
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tions and orientations of the iUS probe-tip can be explored to
yield a successful registration with minimum computational
cost. In addition, if use of this completely automatic approach
is still too inefficient, one can limit the number of trials further
by avoiding regions of improbable scan-head location, such
as, but not limited to, the brainstem.

In accordance with another exemplary embodiment of the
invention, prior knowledge of the location of craniotomy is
incorporated to constrain the location of scan-head, while still
randomly generating multiple scan-head orientations, with
minimal manual intervention facilitated by a dedicated
graphical user interface (GUI).

By incorporating prior knowledge, such as, but not limited
to, approximate position of the ultrasound probe relative to
preoperative images based on craniotomy and/or tumor site,
the computation cost associated with the above-mentioned
process is reduced to less than five minutes.

In summary, the present system and method eliminates the
need for fiducials or any manual intervention, while achieving
an inter-modality image registration, and can be executed
completely automatically with satisfying and accurate patient
registration results.

While the abovementioned patient registration method is
provided in the framework of image-guided neurosurgery, the
present system and method is capable of being implemented
in other image-guidance systems as long as registration
between ultrasound and preoperative images is feasible. Non-
limited examples include, but are not limited to, image-
guided surgery of the liver and of the abdomen. Of course,
other examples exist for implementation of the present sys-
tem and method in other image-guidance systems.

As previously mentioned, the present system for executing
the functionality described in detail above may be a computer,
an example of which is illustrated by FIG. 5. The system 200
contains a processor 202, a storage device 204, a memory 206
having software 208 stored therein that defines the above-
mentioned functionality, input and output (I/O) devices 210
(or peripherals), and a local bus, or local interface 212 allow-
ing for communication within the system 200. The local
interface 212 can be, for example but not limited to, one or
more buses or other wired or wireless connections, as is
known in the art. The local interface 212 may have additional
elements, which are omitted for simplicity, such as control-
lers, buffers (caches), drivers, repeaters, and receivers, to
enable communications. Further, the local interface 212 may
include address, control, and/or data connections to enable
appropriate communications among the aforementioned
components.

The processor 202 is a hardware device for executing soft-
ware, particularly that stored in the memory 206. The proces-
sor 202 can be any custom made or commercially available
processor, a central processing unit (CPU), an auxiliary pro-
cessor among several processors associated with the present
system 200, a semiconductor based microprocessor (in the
form of a microchip or chip set), a macroprocessor, or gen-
erally any device for executing software instructions.

The memory 206 can include any one or combination of
volatile memory elements (e.g., random access memory
(RAM, such as DRAM, SRAM, SDRAM, etc.)) and nonvola-
tile memory elements (e.g., ROM, hard drive, tape, CDROM,
etc.). Moreover, the memory 206 may incorporate electronic,
magnetic, optical, and/or other types of storage media. Note
that the memory 206 can have a distributed architecture,
where various components are situated remote from one
another, but can be accessed by the processor 202

The software 208 defines functionality performed by the
system 200, in accordance with the present invention. The



US 9,179,888 B2

9

software 208 in the memory 206 may include one or more
separate programs, each of which contains an ordered listing
of'executable instructions for implementing logical functions
of'the system 200, as described below. The memory 206 may
contain an operating system (O/S) 220. The operating system
essentially controls the execution of programs within the
system 200 and provides scheduling, input-output control,
file and data management, memory management, and com-
munication control and related services.

The /O devices 210 may include input devices, for
example but not limited to, a keyboard, mouse, scanner,
microphone, etc. Furthermore, the /O devices 210 may also
include output devices, for example but not limited to, a
printer, display, etc. Finally, the I/O devices 210 may further
include devices that communicate via both inputs and out-
puts, for instance but not limited to, a modulator/demodulator
(modem; for accessing another device, system, or network), a
radio frequency (RF) or other transceiver, a telephonic inter-
face, a bridge, a router, or other device.

When the system 200 is in operation, the processor 202 is
configured to execute the software 208 stored within the
memory 206, to communicate data to and from the memory
206, and to generally control operations of the system 200
pursuant to the software 208, as explained above.

It should be emphasized that the above-described embodi-
ments of the present invention are merely possible examples
ofimplementations, merely set forth for a clear understanding
of'the principles of the invention. Many variations and modi-
fications may be made to the above-described embodiments
of the invention without departing substantially from the
spirit and principles of the invention. All such modifications
and variations are intended to be included herein within the
scope of this disclosure and the present invention and pro-
tected by the following claims.

We claim:

1. A method for providing a patient registration without
fiducials or manual intervention, by a device containing a
processor and a memory, comprising the steps of:

generating a binary preoperative image from a grayscale

preoperative image of a patient;

generating a binary intraoperative image from a grayscale

intraoperative image of the patient;

generating multiple different random starting registration

positions of the binary intraoperative image relative to
the binary preoperative image;

performing a first batch of registrations of the binary intra-

operative image with the binary preoperative image,
wherein the first batch of registrations comprises mul-
tiple registrations each corresponding to one random
starting registration position of the multiple different
random starting registration positions;

converging information from the first batch of registrations

to generate a new starting registration position;
executing a second registration between the grayscale pre-
operative image and the grayscale intraoperative image
from the new starting registration position; and
computing the patient registration directly from the second
registration,
wherein the new starting registration position is the only
starting registration position for the second registration,
and the first batch of registrations and the second regis-
tration do not involve user guidance.

2. The method of claim 1, wherein the step of executing the
second registration further comprises the step of maximizing
mutual information between the grayscale intraoperative
image and the grayscale preoperative image so as to use the
mutual information as an objective function with respect to
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the second registration between the grayscale intraoperative
image and the grayscale preoperative image.

3. The method of claim 1, wherein the grayscale preopera-
tive image is a magnetic resonance image.

4. The method of claim 1, wherein generating a binary
intraoperative image from a grayscale intraoperative image
further comprises highlighting a parenchymal surface.

5. The method of claim 4, wherein highlighting a paren-
chymal surface further comprises image preprocessing by
one or more of the group consisting of rasterization, Gaussian
smoothing, thresholding, and morphology operations.

6. The method of claim 4, wherein generating a binary
preoperative image from a grayscale preoperative image fur-
ther comprises highlighting the parenchymal surface.

7. The method of claim 1, wherein the grayscale intraop-
erative image is an ultrasound image.

8. The method of claim 1, further comprising the step of
generating multiple orientations of a source of the intraopera-
tive binary image for each of the different random starting
registration positions of the binary intraoperative image rela-
tive to the binary preoperative image.

9. The method of claim 1, wherein computing the patient
registration further comprises the step of combining the sec-
ond registration with a patient tracker transformation pro-
vided by a patient tracking system and a transducer tracker
transformation provided by a transducer used to provide the
grayscale intraoperative image.

10. A system for providing a patient registration without
fiducials or manual intervention, comprising:

a memory; and

a processor configured by the memory to perform the steps

of:

generating a binary preoperative image from a grayscale
preoperative image of a patient;

generating a binary intraoperative image from a gray-
scale intraoperative image of the patient;

generating multiple different random starting registra-
tion positions of the binary intraoperative image rela-
tive to the binary preoperative image;

performing a first batch of registrations of the binary
intraoperative image with the binary preoperative
image, wherein the first batch of registrations com-
prises multiple registrations each corresponding to
one random starting registration position of the mul-
tiple different random starting registration positions;

converging information from the first batch of registra-
tions to generate a new starting registration position;

executing a second registration between the grayscale
preoperative image and the grayscale intraoperative
image from the new starting registration position; and

computing the patient registration directly from the sec-
ond registration,

wherein the new starting registration position is the only
starting registration position for the second registra-
tion, and the first batch of registrations and the second
registration do not involve user guidance.

11. The system of claim 10, wherein the step of executing
the second registration further comprises the step of maxi-
mizing mutual information between the grayscale intraopera-
tive image and the grayscale preoperative image so as to use
the mutual information as an objective function with respect
to the second registration between the intraoperative image
and the preoperative image.

12. The system of claim 10, wherein the grayscale preop-
erative image is a magnetic resonance image.
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13. The system of claim 10, wherein generating a binary
intraoperative image from a grayscale intraoperative image
further comprises highlighting a parenchymal surface.

14. The system of claim 13, wherein highlighting a paren-
chymal surface further comprises image preprocessing by
one or more of the group consisting of rasterization, Gaussian
smoothing, thresholding, and morphology operations.

15. The system of claim 13, wherein generating a binary
preoperative image from a grayscale preoperative image fur-
ther comprises highlighting the parenchymal surface.

16. The system of claim 10, wherein the grayscale intra-
operative image is an ultrasound image.

17. The system of claim 10, further comprising the step of
generating multiple orientations of a source of the intraopera-
tive binary image for each of the different random starting
registration positions of the binary intraoperative image rela-
tive to the binary preoperative image.

18. The system of claim 10, wherein computing the patient
registration further comprises the step of combining the sec-
ond registration with a patient tracker transformation pro-
vided by a patient tracking system and a transducer tracker
transformation provided by a transducer used to provide the
grayscale intraoperative image.
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